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Figure 1: RadarVR provides spatiotemporal visual guidance in cinematic virtual reality (i.e., 360◦ videos). (a) Radar mini-maps
are used for spatial navigation in games [58]. (b) Rhythm games encode temporal information as distance from a reference line
[26]. (c) RadarVR blends these familiar design metaphors and visualizes regions of interest (ROIs) in space and time around a
radar for visual guidance. RadarVR ofers viewers a look-ahead time and allows them to plan their head motion in advance of
upcoming ROIs.

ABSTRACT
In cinematic VR, viewers can only see a limited portion of the scene
at any time. As a result, they may miss important events outside
their feld of view. While there are many techniques which ofer
spatial guidance (where to look), there has been little work on tem-
poral guidance (when to look). Temporal guidance ofers viewers a
look-ahead time and allows viewers to plan their head motion for
important events. This paper introduces spatiotemporal visual guid-
ance and presents a newwidget, RadarVR, which shows both spatial
and temporal information of regions of interest (ROIs) in a video.
Using RadarVR, we conducted a study to investigate the impact
of temporal guidance and explore trade-ofs between spatiotempo-
ral and spatial-only visual guidance. Results show spatiotemporal
feedback allows users to see a greater percentage of ROIs, with 81%
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more seen from their initial onset. We discuss design implications
for future work in this space.
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1 INTRODUCTION
Today, cinematic virtual reality (CVR) is used in many flm genres
such as virtual tours, documentary, horror, music, and gaming.
CVR uses omni-directional footage (i.e., 360◦ video) and ofers a
more immersive experience than conventional flm [37]. However,
viewers can only see a portion of the 360◦ scene at any time. As a
result, they may miss important story events outside their feld of
view, such as a region of interest (ROI) behind them.
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To combat this issue, many visual guidance techniques have 
been proposed to redirect viewer attention [7, 16, 17, 33, 34, 51, 54]. 
While these techniques give viewers spatial guidance (where to 
look), they do not ofer much temporal guidance (when to look). 
This can be problematic for 360◦ videos which contain ROIs that 
are short or have important entrances. The problem is exacerbated 
when viewing 360◦ videos in head-mounted displays, where it can 
take more time for a user to re-orient their viewpoint. For example, 
in the 360◦ music video School of Rock [52], students are scattered 
across a classroom and sing diferent parts of a song. During the 
fnale, many phrases are very short, making it difcult to re-orient 
to the current singer before it was over. In some cases, it may be 
important to view the entrance of a ROI. In the horror 360◦ video 
Help [15], an alien breaks into a subway train while chasing the 
protagonists. While the alien is an important subject to see, its 
dramatic entrance (i.e., breaking into the train) adds to the horror 
efect and thus has a higher entertainment value at the beginning. 
In these examples, the timing of seeing ROIs is important. 

This paper introduces spatiotemporal guidance for CVR, where 
both spatial and temporal information of ROIs is provided to the 
viewer. Temporal guidance indicates to viewers when an ROI is 
coming up and allows them to plan their head motion in advance 
of the next important story event. This helps viewers orient in 
both time and space to see short-duration ROIs and any associated 
entrance efects. 

As a frst step in exploring spatiotemporal guidance, we propose 
a new visual guidance widget, RadarVR. Our technique is inspired 
by blending two well known design metaphors: minimap naviga-
tion visualization [1, 13], and rhythm games [11, 23, 29]. Given 
pre-defned ROIs as input, RadarVR uses a radar visualization to 
represent a top-down view of the 360◦ scene and visualizes ROIs 
as moving wedges around the radar (Figure 1). The angular direc-
tion and radial distance of the wedges represent their location in 
space and time, respectively. As the video plays, the wedges move 
closer to the radar to indicate the passing of time. When a wedge 
reaches the radar, it indicates that the ROI is present and currently 
important. Using RadarVR, viewers can re-orient ahead of time to 
prepare for upcoming ROIs. 

With RadarVR, viewers have both spatial and temporal infor-
mation of ROIs in the video, which allows them to look ahead at 
future ROIs and to plan their head motion in advance. While it 
is possible to add temporal information to other types of spatial 
guidance techniques, we focused on the radar-inspired design to 
leverage familiar design metaphors of rhythm games when inte-
grating temporal information. We propose design principles based 
on workshop feedback from early iterations of RadarVR. 

In a user study, we compare two versions of RadarVR, spatiotem-
poral and spatial-only, to isolate any impact of temporal guidance 
and to investigate the trade-of between these two types of visual 
guidance. Our results show that the spatiotemporal version signif-
cantly helps users see more ROIs (6%), see the start of ROIs more 
frequently (81%), and view ROIs for longer durations (21%). Based 
on user feedback, we give an in-depth discussion of the trade-ofs 
and subjective preferences between spatiotemporal and spatial-only 
guidance. We conclude with design implications for future work 
on spatiotemporal visual guidance techniques. 

In summary, we make the following contributions in this work: 

• The concept of spatiotemporal guidance in CVR, and its 
associated design principles; 

• RadarVR, a new widget that ofers spatiotemporal visual 
guidance; 

• A user study exploring the trade-ofs between spatiotemporal 
and spatial-only guidance, using two versions of RadarVR; 

• Design implications for future work on spatiotemporal visual 
guidance techniques. 

2 RELATED WORK 

2.1 Gaze Guidance 
Our work contributes to the space of gaze guidance techniques for 
cinematic virtual reality (CVR). Gaze guidance have been explored 
in many domains, including visual [7, 16, 17, 33, 34, 51, 54], audio 
[40, 51], and haptic [27, 28]. A taxonomy of existing techniques 
can be found in Rothe et al. [50]. These techniques explore various 
ways to provide spatial guidance (i.e., where to look); however, they 
do not ofer much temporal guidance (i.e., when to look). As a frst 
step in exploring temporal guidance, we focus on the visual domain 
to leverage familiar visual metaphors from popular games. 

Many studies have investigated typical gaze patterns of images 
[56] and videos [38, 39, 53] in virtual environments. Some tech-
niques change the virtual environment to adapt to the user’s view-
ing behavior. For example, Pavel et al. [47] reorient 360◦ scenes at 
shot boundaries based on the user’s viewpoint. Liu et al. [35] extend 
the time in a scene via video textures to wait for viewers to look 
in a salient direction. In contrast to approaches which change the 
virtual environment to adapt to the user, our technique focuses on 
guiding users to see ROIs without altering the existing 360◦ video. 

Using Nielsen et al.’s taxonomy [45], existing visual guidance 
techniques can be categorized as implicit or explicit, as diagetic 
or non-diagetic, and as limiting or allowing interaction. Implicit 
cues provide subtle guidance [7, 16, 17, 49], whereas explicit cues 
are more overt [33, 34]. Diegetic cues are embedded within the 
narrative of the virtual environment [9, 30, 51, 54], whereas non-
diegetic cues are external to the story [33, 34]. Techniques that limit 
interaction impose physical constraints on the viewer’s movements 
(e.g., with a motorized swivel chair [21]), while those that allow 
interaction do not. Many experiments have explored the trade-ofs 
among these techniques [10, 57, 59]. They fall on diferent parts 
of the Narrative Paradox [36] spectrum between author’s control 
and viewer agency. Our technique falls under explicit, non-diegetic 
cues which do not limit interaction; RadarVR shows spatial and 
temporal information of ROIs overlaid on a given 360◦ video. 

2.2 Spatial & Temporal Visualizations 
Many visualization techniques have been proposed for spatial navi-
gation. Halo [3], Wedge [22], and other arrow-based visualizations 
[8] provide spatial information of ofscreen targets to help users 
efciently localize them in 2D space. Other works explore visu-
alizations for multi-scale navigation in 3D space [41, 42] and for 
out-of-view objects in VR and AR [18, 19, 61]. While these tech-
niques are efective, they are not designed for CVR environments 
with spatially and temporally changing elements. 
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Table 1: Workshop Participants. Novice: tried VR a few times.
Intermediate: fairly familiar. Expert: confdent.

Participant Rounds Occupation VR Experience

P1
P2
P3
P4
P5

1
1,2
1
2
2

Software Engineer
Researcher
Research Designer
Software Developer
Researcher

Novice
Intermediate
Intermediate
Expert
Intermediate

Several spatiotemporal visualizations have been proposed for
360◦ video navigation [31, 44, 55]. Vremiere [44] uses a Little Planet
minimap (stereographic projection) with a timeline. Similarly, Route
Tapestry [31] maps an extracted orthographic projection on a time-
line for efcient navigation. Lilija et al. [32] allows viewers to in-
teract with object trajectories over time via direct manipulation.
While these visualizations are helpful for navigation, they are not
designed for gaze guidance and display more information (such
as non-ROIs) than necessary during playback. To minimize visual
load, RadarVR uses simple visualizations to encode the spatial and
temporal positions of ROIs.

Other works have also explored similar radar visualizations for
360◦ videos. Brillhard visualized points of interest in space and time
as dots on circular rings [6]; however, their purpose was to analyze
the orientation of scenes at cuts and did not explore real-time
spatiotemporal visualizations for guiding viewer attention. Other
works [5, 20, 50] have proposed radar visualizations to help viewers
locate points of interest in 3D space; however, these techniques do
not encode temporal information. Our visualization is designed to
provide both spatial and temporal guidance for viewers.

2.3 Navigation in Games
Our work was inspired by two well-known design metaphors in
games: mini-map visualizations for spatial navigation (Figure 1a),
and temporal visualizations in rhythm games (Figure 1b). Examples
of games with minimaps include Grand Theft Auto [13] and Call of
Duty [1]. In these games, the top of the radar typically represents
the front-facing direction, and the bottom of the radar represents
the direction behind the user.

Popular rhythm games such as Dance-Dance Revolution [29],
Guitar Hero [23], and Beat Saber [11] visualize time as distance
from some reference position. In these games, the player’s objective
is to hit some moving targets by providing input at specifc times
(e.g., hitting a key). As time passes, all the targets move towards
the reference position at the same speed. Beat Saber’s 360 mode
[12] also includes a spatial component by extending the range of
moving targets to all directions. To leverage the familiar design
metaphors from these games, RadarVR blends the spatial and tem-
poral visualizations by encoding ROIs as moving wedges around a
radar.

3 DESIGN PRINCIPLES & DERIVATION
We iterated on the design of RadarVR by running two rounds of
internal workshops. Based on our goal of delivering spatiotemporal
information and the workshop feedback, we derived the following
design principles:

Figure 2: Early prototypes [2]. (a) Blocks representing ROIs
were directly embedded in the 360◦ scene (top-down view).
(b) Snap-to-periphery: out-of-view blocks snapped to the pe-
riphery. (c) Ring: the ring bands indicated out-of-view blocks.

D0. Leverage known design metaphors for user familiarity.
D1. Minimize cognitive load imposed on the viewer. Maxi-
mize focus on the video content.
D2. Keep the ROI visualization simple.
D3. Provide simple and explicit guidance cues for out-of-
view ROIs.
D4. Show viewers a minimum amount of spatial and tempo-
ral information needed to plan their head motion.

Table 1 shows information of our workshop participants. In each
round of workshops, we had each participant watch two videos
and conducted open-ended interviews to collect their feedback.
The videos were 2-min clips from professionally made 360◦ videos
[2, 43].

We experimented with two prototypes, shown in Figure 2b, c.
Both consisted of moving blocks on a ground plane, embedded
directly in the 360◦ scene (Figure 2a). Each block represents an
ROI in space and time, indicated by its direction and distance from
the viewer. The block’s distance represented the time until the ROI
appeared, whichwas inspired frommoving targets in rhythm games
[11, 23, 29]. We experimented with diferent levels of guidance for
out-of-view ROIs in our initial prototypes. In the frst prototype
(Figure 2b), we used an explicit directional cue: out-of-view blocks
snapped to the viewer’s headset periphery, and the thickness of
the block showed how far the viewer had to rotate to see it. In the
second prototype (Figure 2c), we used an implicit directional cue:
each block came with a ring band visible in all directions to make
viewers aware of out-of-view blocks.

First Round Feedback and Changes. All participants found the
temporal aspect of our visualization intuitive and used it to re-
orient their viewpoint in advance without trouble. This provided
motivation to maintain a fnal design that also leveraged existing
design metaphors (D0).

All participants mentioned that it was cognitively demanding to
monitor the stream of blocks, consume the video, and search for
out-of-view blocks at the same time. P1 wished the blocks always
appeared within their FOV, so they did not have to look down
to monitor the blocks. Hence, to reduce cognitive load (D1), we
attached the visualization in top-down view as an on-screen widget.

Initially, we labeled moving ROIs in our videos with more granu-
larity. For example, in one video, we represented a moving elephant
with a narrow sheared block instead of a single wide block. However,
P1 thought the shape was too complex for the scene. P3 reported
they interpreted the block to mean a transient important event
and were afraid to look away for the duration of the block. Due to
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Figure 3: RadarVR represents ROIs as wedges around a radar. In this example [46], the statue atop the column is marked as an
ROI when the narrator introduces it. (a) A wedge moves towards the radar, showing that an ROI is coming up. (b) The wedge
hits the radar, indicating that the ROI is currently active. (c) An arrow provides vertical spatial guidance. (d) The wedge fades
after the user sees the statue. Bottom row: zoomed-in versions of the widget (with increased opacity, brightness, and contrast
for illustration purposes).

a ba

Figure 4: RadarVR can show various arrangements of ROIs [46]. (a) Multiple concurrent ROIs are represented as multiple
wedges hitting the radar simultaneously. The wedges turn green and fade out as viewers turn to see them. (b) All-directional
ROIs are used when all directions are equally important, e.g., the narrator describes the general interior decorations of the
church. They are represented as donuts around the radar which turn green and fade after the viewer sees the scene. Bottom
row: zoomed-in versions of the widget (with increased opacity, brightness, and contrast for illustration purposes).

these feedback, we learned to keep ROI visualizations simple (D2)
to manage expectations and to lower cognitive demand.

In both prototypes, participants requested explicit and simpler
cues for where to look and how much to turn to see out-of-view
blocks (D3). In the snap-to-periphery prototype, although we en-
coded distance and the amount of rotation of out-of-view blocks
in our visualization, we found that participants could not easily
follow it. In the case of multiple blocks, it wasn’t immediately clear
which one they should look at frst and how far they needed to
turn to see it. We found that presenting less information at once
makes it easier to follow (D4), so in our fnal design, we adopted a
coarse-to-fne approach of spatial guidance.

Second Round Feedback and Changes. Based on the frst round of
workshop feedback, we discarded the ring and snap-to-periphery
prototypes and added the top-down view of the visualization as
an on-screen widget. We also adjusted the ROI visualizations to be
simple wedges that disappear after viewers have seen the corre-
sponding ROI.

The second round feedback confrmed the design principles from
the previous round. For example, P5 suggested further simplifying
ROI labels by merging adjacent separate blocks into one larger
block (D2).

All participants had no trouble following the radar mini-map;
P4 and P5 said they liked the temporal aspect for planning head
motion. However, P5 said they did not know how long to keep

looking in a direction after a wedge has disappeared. Hence, we
adjusted the design to retain ROI duration info; instead of making
the wedges completely disappear, we reduce their opacity once the
ROI has been seen.

P2 commented that the wedges moved slowly, and monitoring
and waiting for the wedges to arrive can be cognitively demand-
ing (D1). We speculate a trade-of between look-ahead time and
cognitive demand. A longer look-ahead time gives more heads-up
time for viewers to react but may be mentally demanding to moni-
tor (i.e., wedges are more compactly spaced on the map and move
slower), and vice versa. Hence, to further lower cognitive load, we
reduced the look-ahead time in the fnal design. We also removed
the ground plane to remove redundant information (D4).

4 RADARVR: SPATIOTEMPORAL VISUAL
GUIDANCE

We present RadarVR, a widget that provides spatiotemporal vi-
sual guidance in cinematic virtual reality (CVR). Here, we give an
overview of RadarVR and explain our fnal design decisions. We
discuss technical implementation details in Appendix A.

RadarVR takes as input a 360◦ video and a series of labeled ROIs.
During video playback, RadarVR visualizes the ROIs around a radar
overlaid over the video (Figure 3). In our system, a labeled ROI
consists of a bounding box and a start and end time. Inspired by
minimap radars [1, 13] and rhythm games [11, 23, 29], we visualize
ROIs as wedges that move towards a circular radar (Figure 3a).
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Figure 5: RadarVR (Spatial-only mode). (a) When an ROI is active, the widget provides spatial guidance by coloring the ROI
direction blue. (b) Arrow gives vertical guidance. (c, d) Color fades out after viewer sees the ROI (i.e., statue atop the column).
Bottom row: zoomed-in versions of the widget (with increased opacity and contrast for illustration purposes).

This design combines two familiar concepts for spatiotemporal
visualization (D0). The angular direction of a wedge represents
its spatial direction (in the yaw dimension), and its distance from
the radar center represents its distance in time. As the video plays,
the ROI wedges move towards the radar center at the same speed.
When a wedge hits the circle, it indicates that the ROI is present
and active, and the entire circle rim lights up to notify the viewer
(Figure 3b).

The radar is attached to the bottom of the display and gives
viewers a top-down overview of the 360◦ scene. This design com-
pactly displays ROI information in one screen area and obviates the
need to search for out-of-view ROIs, which could be cognitively
demanding as we learned from the workshops (D1). To keep the
ROI visualization simple, we use a simple wedge shape to represent
each ROI (D2). The subtended angle of the wedge displays hori-
zontal (yaw) direction of the ROI, and the radial thickness of the
wedge represents its duration.

To show where other ROIs are relative to the viewer’s current
orientation and how far the viewer has to turn to see them (D3), the
RadarVR visualization always aligns with the viewer’s orientation,
i.e., the top of the radar always points towards the viewer’s front-
facing direction, and the bottom of the radar points refers to the
direction behind the viewer (similar to a compass).

To reduce the amount of spatial information displayed to the
viewer (D4), RadarVR provides incremental spatial guidance. RadarVR
initially only displays horizontal (yaw) spatial direction of ROIs on
the radar. After the viewer orients to the correct horizontal direc-
tion, if the ROI is above or below the viewer’s FOV, RadarVR then
displays a green arrow to provide vertical guidance (Figure 3c). For
typical 360◦ videos, however, objects of interest are on the ground
plane, so an arrow is not needed. Finally, we limit the look-ahead
time of ROIs to reduce the amount of temporal information shown
(D2 & D4). From pilot testing, we found 10 seconds to be a good
bufer time.

To reduce cognitive demand and keep the visualization simple
(D1 & D2), RadarVR reduces the visual saliency of wedges once
an ROI is seen and viewers no longer need to anticipate its arrival.
Specifcally, once the viewer sees an active ROI, RadarVR marks the
corresponding wedge as “hit” and provides visual confrmation by
turning its color to green and making it very faint (i.e., low opacity).

Some scenes may have more than one ROI at the same time,
in which case RadarVR shows multiple wedges hitting the radar
simultaneously (Figure 4a). In other scenes, all directions could

be equally important (e.g., a narrator might generally describe the
interior decorations of a building). To take these cases into account,
RadarVR also accepts all-directional ROI labels and visualizes them
as donuts around the radar (Figure 4b).

5 USER STUDY
We created RadarVR as a frst step in exploring spatiotemporal
visual guidance. While there are many existing spatial guidance
widgets, our goal was not to compare our design to those techniques,
as they do not provide temporal information. Rather, our goal is to
explore the concept of spatiotemporal guidance and to isolate the
efects of adding temporal information. To this end, we conducted
a user study using RadarVR to compare spatiotemporal and spatial-
only guidance. The purpose of our study is to reveal the potential
benefts of temporal guidance, which could inform the designs of
adding temporal information to other spatial guidance techniques.

5.1 Research Questions
With spatial-only guidance as the baseline method, we explore the
following research questions:

RQ1. How does spatiotemporal guidance afect the percent-
age and duration of ROIs seen?
RQ2. How does spatiotemporal guidance afect head mo-
tion planning (i.e., do viewers orient their view in advance
of an upcoming ROI)? How are these efects impacted by
video characteristics?
RQ3. How does spatiotemporal guidance afect cognitive
load and feelings of FOMO (fear-of-missing-out)?
RQ4. What is the perceived usability of RadarVR’s spa-
tiotemporal guidance?
RQ5. What are viewers’ subjective preferences between
spatiotemporal guidance and spatial-only guidance?

5.2 RadarVR: Spatial-only Mode
To compare spatiotemporal and spatial-only guidance, we created
a spatial-only version of RadarVR for our study (Figure 5). While
there are other existing spatial-only guidance widgets [33, 34], we
chose to compare with a spatial-only version of RadarVR in order
to minimize the diference between the two versions and isolate the
efects of temporal guidance. We do not claim or seek to show that
RadarVR’s spatial-only mode is better than existing spatial-only
techniques; rather, it was chosen as a baseline as it provides us with
the smallest diferential to the RadarVR widget. Future work could
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Table 2: User Study Experiment Videos. The 360◦ videos represent a range of genres and spatial and temporal distributions of 
ROIs. For each video, we list statistics about the duration of ROIs, the lateral angle (yaw) between time-adjacent ROIs, as well 
as the time between time-adjacent ROIs. 

Name Genre 
Total # of ROIs 

(1st + 2nd halves) 
Duration (s) 

�, � , [Min, Max] 
Angle ∈ [0◦ , 180◦]
�, � , [Min, Max] 

Time (s) 
�, � , [Min, Max] 

France [2] 
Elephants [43] 
Help [15] 
School of Rock [52] 
Pokémon [25] 

Virtual Tour 
Documentary 

Horror 
Music 
Game 

23 (12 + 11) 
23 (12 + 11) 
43 (27 + 16) 
51 (20 + 31) 
38 (21 + 17) 

8.2 5.2 [2.5, 20] 
10 4.9 [3, 21] 
3.5 4.0 [1, 25] 
4.2 3.8 [1, 23] 
21 18 [1, 60] 

54 56 [0, 167] 
89 59 [0, 177] 
111 56 [7, 180] 
40 49 [0, 169] 
85 52 [4, 169] 

15 10 [2.5, 43.5] 
14 10 [0, 39] 
6.6 5.6 [1.5, 31.5] 
5.8 4.2 [1.3, 24] 
5.8 7.9 [0, 33.5] 

compare the RadarVR to spatiotemporal adaptations of existing 
guidance widgets. 

RadarVR’s spatial-only mode has the same features as the spa-
tiotemporal one, except it does not show any look-ahead time or 
duration of ROIs. When an ROI is active, the spatial-only mode 
provides spatial guidance by coloring the ROI direction blue on the 
radar (Figure 5a). Once the viewer sees the active ROI, the colored 
portion turns green, but unlike the spatiotemporal version, it com-
pletely fades out and does not show any duration info (Figure 5c, 
d). To make sure viewers see the colored portion during an active 
ROI, we make the radar rim thicker in the spatial-only version. 
Otherwise, the features between the two versions remain the same. 

5.3 Experiment Design 
To investigate the research questions posed in Section 5.1, we ran 
a 2 x 5 within-subjects experiment using two widget conditions, 
spatial-only (S) and spatiotemporal (ST), and fve professionally 
made videos. We selected the videos to represent a range of flm 
genres and ROI distributions (Table 2). We give video descriptions 
and ROI labeling details in Appendix B. To prevent participants 
from watching the same video twice (under the two conditions), we 
cut each of the fve videos roughly in half and assign them into two 
groups. The frst half of all videos are assigned to the frst group, 
and the second half of all videos are assigned to the second group. 
This created ten 2 − 3 minute videos in total. 

During the study, participants watched the frst group of videos 
during their frst assigned condition (S or ST), and then watched 
the second group of videos for their second assigned condition 
(ST or S). The two widget conditions were counterbalanced across 
participants, and the video orders were randomized within each 
condition. 

Before each condition, the participants went through a tutorial 
that explained the widget features and experienced a 1.5-minute 
practice demo to become familiarized with the widget. Because our 
goal is to investigate the widgets’ performance of visual guidance, 
participants’ task was to see as many important regions as possible 
with the support of the widgets. 

5.4 Experiment Measures 
We used the following data measures to address the research ques-
tions in Section 5.1. 

Percentage and Duration of ROIs Seen & Head Motion Planning. 
During the study, we collected head tracking data of participants. 
Based on the data, we computed the percentage of ROIs seen and 
the duration percentage of ROIs seen. For head motion planning, 
we computed the percentage of ROIs where the participant saw 
their initial onset. 

Cognitive Load & FOMO. After watching all videos in a condition, 
we asked participants to fll out a NASA-TLX questionnaire [24] 
to measure task load as a proxy for cognitive load. We also asked 
them to rate their level of FOMO (on a 7-point Likert scale). 

Perceived Usability. After both conditions, participants flled out 
a comparison survey to record the perceived usability of each wid-
get for completing their tasks. Participants rated the following 
statements (on a 7-point Likert scale): 

(1) [S or ST] successfully helped me see important regions in the 
videos; 

(2) [S or ST] helped me plan my head motion to see the start of 
important regions; 

(3) It was easy to use [S or ST] for watching videos. 

Subjective Preference. In the comparison survey, we also asked 
participants to rate their overall preference between the spatiotem-
poral and spatial-only versions (on a 7-point scale) and what they 
liked and disliked about each one. In addition, we collected their 
preference between the two versions for each individual video (Ta-
ble 2). Finally, we conducted brief, open-ended interviews to collect 
general feedback. 

6 RESULTS 

6.1 Participants 
We recruited 16 external participants (9 male, 6 female, 1 preferred 
not to say their gender). Their ages ranged from 19 to 28 (� = 
23.6, � = 2.3). Out of 16 participants, 14 were undergraduate or 
graduate students, one was an IT operations staf, and one was 
a UI/UX designer. Our participant pool had a range of VR and 
3D gaming experiences. Out of 16 participants, 5 had no prior VR 
experience, 6 have tried VR 1-5 times, 4 have tried VR 5-20 times, 
and 1 has tried VR more than 20 times. Most participants who have 
experienced VR use it for gaming. Regarding how often they played 
3D games, 8 answered never or rarely, 2 answered sometimes, and 
6 answered often or always. 
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Figure 6: Quantitative Results of Viewing Behavior. (*) indicates a signifcant main efect or simple main efect with Bonferroni
correction [4]. Error bars denote standard error of mean.

a b

Figure 7: Example Head Trajectories of ST (green) vs. S (yellow). Horizontal axis: video playback time. Vertical axis: head
orientation in the horizontal (yaw) direction. ROIs are represented as rectangles on the graphs. (a) Head trajectories of P13 (ST)
and P4 (S) during the fnale of the Rock video [52], where there was a quick sequence of short ROIs. Despite the short ROI
durations, the viewer in ST was able to hit all the ROIs, whereas the viewer in S only hit half of them. (b) Head trajectories of
P11 (ST) and P5 (S) during the chase in Help [15]. The viewer in ST saw all the ROIs from their initial onset, whereas the viewer
in S did not see the entrance of any ROIs.

6.2 Viewing Behavior
We analyzed participants’ head tracking data to measure viewing
behavior diferences. We used two-way repeated measures ANOVA
tests to evaluate the efect of widget condition and video on the
following three data measures. In all cases, there were signifcant
interaction efects between widget and video, so we ran follow-up
tests to check the simple main efect of widget for each video, with
adjusted �-values using Bonferroni correction [4].

6.2.1 ROI Hit Rate. For each video, we computed the percentage
of ROIs seen under both conditions. Given an ROI, if the viewer
saw the correct spatial region any time between the ROI’s start and
end time, we considered it a “hit.” Compared to the S condition, the
ROI hit rate across all videos increased by 6% in ST. There were
main efects of widget (� (1, 15) = 10.418, � = 0.006, �2 = 0.132)
and video (� (2.65, 39.81) = 39.301, � < 0.001, �2 = 0.415), as well
as an interaction efect between video and widget on ROI hit rate
(� (1.95, 29.26) = 17.184, � < 0.001, �2 = 0.249). The simple main
efect of widget is signifcant for Help (��� � < 0.001, �2 = 0.571)
but not the other videos.

6.2.2 ROI Seen-At-Start (SAS) Rate. For each video, we computed
the percentage of ROIs where the participant saw the correct region
at the start time. There were main efects of widget (� (1, 15) =
27.672, � < 0.001, �2 = 0.4) and video (� (4, 60) = 116.739, � <

0.001, �2 = 0.551), as well as an interaction efect between video
and widget on ROI SAS rate (� (2.27, 33.98) = 3.845, � = 0.027, �2 =
0.081). The simple main efect of widget is signifcant for Elephant
(��� � = 0.002, �2 = 0.474), France (��� � < 0.001, �2 = 0.567), and
Help (��� � < 0.001, �2 = 0.654). Compared to the S condition, the
ROI SAS rate across all videos increased by 81% in ST. This suggests
that the temporal feedback was signifcantly efective in helping
viewers plan their head motion.

6.2.3 ROI Duration Hit Percentage. For each ROI, we computed
the percentage of frames where there was an ROI hit. On average,
the program logs a frame once every 0.014 seconds. Compared to
the S condition, the ROI duration percentage across all videos in-
creased by 21% in ST. There were main efects of widget (� (1, 15) =
25.883, � < 0.001, �2 = 0.177) and video (� (4, 60) = 206.378, � <

0.001, �2 = 0.711), as well as an interaction efect between video
and widget on ROI duration percentage (� (1.94, 29.11) = 5.193, � =
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Figure 8: NASA-TLX [24] & FOMO scores. Error bars denote standard error of mean. (a) Overall, a two-way mixed ANOVA
analysis shows no signifcant main efect of widget (S: spatial-only; ST: spatiotemporal) on any of the scales. (b, c) However,
there is a signifcant interaction efect between widget and preference. When we group participants based on their preference
(S vs. ST), we notice some interesting patterns.

0.012, �2 = 0.124). The simple main efect of widget is signifcant
for Elephant (��� � = 0.045, �2 = 0.184) and Help (��� � < 0.001, �2 =
0.647).

Taken together, these quantitative results show promise for spa-
tiotemporal visual guidance. With temporal feedback, viewers over-
all see more ROIs, see the start of ROIs more frequently, and view
ROIs for longer durations (Figure 6). Generally, we see an average
increase from S to ST in all three measures. The increases are sig-
nifcant for Help in all three measures. This is likely because Help’s
time-adjacent ROIs are on average spatially far apart (Table 2), so
viewers need more time to turn and see them (e.g., the alien and
protagonists are 180◦ opposite from each other). As a result, the
look-ahead time of ST proves particularly efective in this video
compared to the other ones. We also see some signifcant simple
main efects of widget in France and Elephant, where the tour and
documentary narrations ofer less heads-up of future ROIs. In these
cases, ST is also particularly efective because it ofers temporal
guidance. In contrast, Pokémon does not show an increase in ROI
hit rate or duration hit percentage. One possible reason may be due
to the absence of a narrative in the video; viewers are instructed to
actively search for Pokémons and thus hit about the same number
and duration of ROIs in either condition. Future studies would be
needed to investigate these variation efects across a larger sample
of videos.

Figure 7 shows examples of head trajectories in the ST and S
conditions. In the Rock fnale (Figure 7a), diferent singers sang
short phrases across the classroom, resulting in a sequence of short
ROIs. The viewer in ST was able to see all of the singers (marked
as ROIs), whereas the viewer in S only saw half of them. Figure 7b
shows the sequence of ROIs during the alien chase, where the alien
and protagonists were 180◦ opposite from each other. The viewer
in ST was able to plan their head motion and see all the ROIs at
their start time, whereas the viewer in S did not see the beginning
of any ROIs.

6.2.4 Angular Distance Travelled. To understand how temporal
guidance might afect scene exploration, we also computed the
horizontal (yaw) angular distance traveled per participant for each
clip. Each clip was viewed by all 16 participants, either under the S

or ST condition. For each clip, we compared the average angular
distance traveled under each condition but did not fnd a signifcant
diference using the Wilcoxon signed-rank test [60] (� = 0.13; ��� =
3874◦, ��� = 875◦, �� = 4042◦, �� = 793◦). The average angular
distance traveled is slightly lower for ST. This is likely because
viewers look around more in S in the absence of a heads-up for
the next ROI, whereas viewers have more planned, focused head
motions with temporal guidance.

6.3 Usability
6.3.1 Cognitive Load. Participants flled out the NASA-TLX ques-
tionnaire [24] after each widget condition. Results are shown in
Figure 8a. Our analysis shows no signifcant main efect of the
conditions on any of the dimensions.

6.3.2 FOMO. We asked users to rate their level of FOMO (fear-of-
missing-out) for each condition (1 for very low, 7 for very high).
Our results show no signifcant main efect of widget condition on
FOMO (Figure 8a). From their free response answers, we found that
the type of FOMO experienced may be diferent between the ST
and S versions. The FOMO in S stems mainly from not knowing
upcoming events in the video and possibly missing the content
itself, whereas the FOMO experienced in ST could stem from two
areas: 1) being aware of upcoming targets and afraid of missing
them, 2) missing non-ROI regions in the video while looking at
ROIs.

6.3.3 Perceived Usability. Participants rated statements (on a 7-
point Likert scale) about perceived usability for ST and S. We used
the Wilcoxon signed-rank test [60] on paired scores of S and ST
to evaluate signifcance. For planning head motion, ST scores were
signifcantly higher than S (� < 0.001; ��� = 6.4, ��� = 0.9; �� =
2.5, �� = 1.7, � = 0.606), which matches the objective increase in
ROI SAS rate. For ease of use, there was no signifcant diference
between ST and S (� = 0.75; ��� = 5.2, ��� = 1.7; �� = 5.3, �� = 1.8).
For seeing important regions, ST and S also had no statistical dif-
ference (� = 0.16; ��� = 6.1, ��� = 1.1; �� = 5.6, �� = 1.0). Although
participants objectively saw more ROIs in the ST condition, there
was no signifcant increase in viewers’ perception of ROI hits. This
may be because viewers are less aware of the ROIs they missed in
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Figure 9: Subjective preferences between the spatial-only (S) and spatiotemporal versions (ST). 1 for S, 4 for no preference, and
7 for ST. Error bars denote standard error of mean. When we divide the samples into two groups (overall prefer S vs. overall
prefer ST), we see that the diference between the group averages is smallest for the Help video (non-concurrent short ROIs),
and largest for the Pokemon video (multiple concurrent ROIs).

the S condition (P3: “it is a lot easier to not notice that an action even
came and went with the spatial-only widget.”). Due to the look-ahead
time in the ST condition, viewers get more heads-up notice of ROIs
and are thus likely more aware of missing them.

6.3.4 Spatial Mapping. Most participants (i.e., 14 out of 16) had
no issue with the spatial mapping of RadarVR (i.e., top indicates
front, bottom indicates back). One participant was slightly confused
at frst but became familiarized with the mapping after one video
and called the visualization “intuitive.” The other participant only
mentioned difculty deciding whether to turn counterclockwise or
clockwise in the Help video, where the ROIs were 180◦ opposite
from each other and occurred in quick succession. We believe the
spatial mapping of RadarVR is easy to understand because it lever-
ages familiar design metaphors from 2D map navigation, such as
Google Maps [14].

6.4 Subjective Preferences
6.4.1 Overall & Video Preferences. Participants rated their prefer-
ence between the spatial-only (S) and spatiotemporal (ST) widgets
on a 7-point scale (1 for S, 4 for no preference, and 7 for ST). Partici-
pants reported an overall preference between the two versions, and
then reported preferences for individual videos. Results show that
overall preferences are very divided between the ST and S versions.
Half of the participants (i.e., 8 out of 16) overall preferred ST, and
the other half (i.e., 8 out of 16) overall preferred S. When we divide
the samples into two groups (overall prefer S vs. overall prefer ST),
we see the preference scores within each group are concentrated
(Figure 9).

Preferences for individual videos are also shown in Figure 9.
The diference between the group averages is smallest for Help
[15] (which has many non-concurrent, short ROIs). This suggests
that participants generally found ST helpful for capturing non-
concurrent, short ROIs in fast-paced videos. The diference is largest
for Pokémon [25], which has multiple concurrent ROIs. This sug-
gests that task difculty (i.e., hitting multiple concurrent ROIs) may
be a driving factor for individual diferences in preference.

6.4.2 Likes & Dislikes. Quantitative results suggest that individual
diferences in preference may be due to task difculty (Section 6.4.1).

Based on the free response and interview feedback, we found that
individual preferences may also depend on their goals of watching
360◦ videos. In general, participants who preferred ST valued seeing
important content, and those who preferred S valued freedom to
explore videos at their own pace.

Participants who preferred ST stated they liked having a preview
of upcoming targets and liked that ST gave them bufer time. P5: "I
preferred to have a preview of where I should look in advance rather
than having the important points appear all of a sudden." P2: "I prefer
spatiotemporal because it simply gives way more reaction time."

Participants who preferred ST felt less pressure of missing im-
portant content and was able to plan their head motion. P1: "The
spatiotemporal one gives me enough bufer to be mentally ready to
switch my attention, and I don’t feel pressured." P9: "Knowing before-
hand...which region to focus on give me more time to act. Knowing
the duration of the region of interest also let[s] me plan my focus. In
short [the] more information the better."

Participants who preferred S said it gave them more freedom to
look around, felt less stressed to hit all the targets, and liked that
the S widget was simpler and required less attention. P3: "[T]he
spatial-only widget just allows for a more natural viewing experience.
I think the requirement to look in a direction ahead of time in prepa-
ration of viewing an action deters away from enjoying a scene in the
spatiotemporal case." P7: "Spatiotemporal imposes more pressure on
me to look at the blocks... The spatial-only felt more like a suggestion
rather than instructions so I didn’t feel bad if I missed something." P4:
"I’d prefer [spatial-only] because it points me to what I need to see
when I need to see. There’s less widget movement so I’m not distracted
from the videos themselves."

As for individual videos, many participants stated they preferred
ST for videos with short or multiple concurrent ROIs, because it
allowed them to plan ahead. Even though the ROI hit rate and dura-
tion percentage did not objectively increase in the Pokémon video
(Figure 6), many participants liked having temporal information for
planning. P2: "when there are many moving objects, or objects only
existed for a short span of time, the extra temporal info is extremely
helpful for viewer to observe important objects in time."

Participants also thought ST was useful for catching targets, and
preferred it for videos where there are large spatial spreads between
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ROIs so they do not need to turn suddenly. Some participants re-
ported they preferred S for slow-paced and simpler videos because 
there is less need for visual guidance. 

Other commonly liked features of ST include the display of 
ROI duration, which helped them prioritize what to look frst. P9: 
"Knowing the duration of the region of interest also let me plan my 
focus." A few participants liked how S notifed them of ROIs as they 
occurred. However, they also mentioned it was hard to capture 
multiple ROIs or short ROIs. 

6.4.3 Preference & Cognitive Load. Based on participant feedback, 
we hypothesize that mental demand may be a driving factor for 
preferring S over ST. Viewers who fnd ST mentally demanding may 
not enjoy it, while viewers who do not fnd ST mentally demanding 
may be able to use it with more success and ease. 

To test this hypothesis, we ran a two-way mixed ANOVA to 
evaluate the efect of widget condition (within-subject) and pref-
erence (between-subject) for each NASA-TLX dimension. There 
were no signifcant main efects of widget or preference for any of 
the dimensions. However, there were signifcant two-way interac-
tions between widget and preference for mental demand (� (1, 14) = 
10.654, � = 0.006, �2 = 0.189), temporal demand (� (1, 14) = 6.731, � = 
0.021, �2 = 0.203), and frustration (� (1, 14) = 6.326, � = 0.025, �2 = 
0.122). We then checked whether the simple main efect of widget 
was signifcant for each preference group. We did not fnd any 
signifcant simple main efect after applying Bonferroni adjust-
ment [4]. The efect of widget on mental demand in the S-preferred 
group was � (1, 7) = 7.915, � = 0.026, ��� � = 0.052. The efect 
of widget on temporal demand in the ST-preferred group was 
� (1, 7) = 5.895, � = 0.046, ��� � = 0.092. 

Despite the lack of signifcance, the trends suggest that those 
who prefer S tend to fnd ST more mentally demanding (Figure 8b), 
and those who prefer ST tend to fnd ST less temporally demanding 
(Figure 8c). There may be a learning efect at play; 5 of the 6 par-
ticipants who have signifcant 3D gaming experience prefer ST, so 
those who are more familiar with minimap navigation may enjoy it 
more. We leave up to future work to explore these efects further. 

7 CONTENT CREATOR FEEDBACK 
To understand what content creators thought of RadarVR, we con-
ducted informal interviews with two professional CVR content 
creators and summarize their feedback here. The interviews were 
conducted over video call and lasted about one hour each. Dur-
ing the interview, we frst gave an overview of the problem and 
asked them about their current practices and solutions. We then 
introduced the RadarVR visualization and showed examples of the 
widget on a few 360◦ videos. 

Current Practices. Both creators agreed that viewers missing 
short events or the onset of events was a common problem for 
them. When frst making 360◦ videos, one creator tried to use 
the whole 360◦ stage but soon realized that viewers often looked 
in the wrong direction. Their main solution was to modify their 
scripts to limit ROIs to the same spatial direction and to avoid quick 
or simultaneous events, which “limit[s] [their] storytelling” (C1). 
In some cases, they use techniques such as arrows, highlighting, 
blurring, text, or audio cues to direct viewer attention. 

RadarVR Visualization. Both creators overall gave very positive 
feedback and were eager to use RadarVR in their storytelling. C1: 
“[This is] a neat and clever way of solving the challenge...[RadarVR] 
can increase the complexity of storytelling...[and uses] a familiar 
concept / interface for anticipating events.” C2: “It’s a good support 
[tool]....to guide the users to a better experience, and of course, as a 
storyteller, to tell the story as I imagined...I would defnitely use it.” 

When asked about the disadvantages of RadarVR, one creator 
mentioned that RadarVR may eliminate elements of surprise for 
viewers, which may not be desirable if the flmmaker’s goal is to 
surprise the viewer. As one solution, they suggested selectively 
turning RadarVR on and of. This suggests an interesting design 
space for using RadarVR in storytelling (e.g., when to show or hide 
an ROI given the type of story and desired efect), which future 
work can explore. 

Motivated by our design goals and study results, we also asked 
creators about the potential visual disruption of using the widget. 
One creator agreed it is important to avoid breaking immersion, but 
both creators said they were not too concerned about it and believed 
that the widget can be blended very well into the background. C1: 
“I’m not worried about it.” C2: “I’m sure [the blending] can be done 
very, very well.” As examples, they suggested techniques such as 
fading out RadarVR when not needed and changing its brightness 
and transparency. 

Usage of RadarVR. Both creators said they would use RadarVR 
in their flmmaking because it would allow them to take advantage 
of the full 360◦ stage to tell stories rather than being limited to a 
spatially concentrated region. In addition, they believe it is a far 
worse user experience to miss ROIs. C2: “Missing a moment of the 
scene is much worse than having a little map in front of you.” 

We also asked their opinions on who should have control over 
enabling and disabling RadarVR (e.g., flmmaker vs. viewer). Both 
creators believed that the flmmaker should have primary control 
for better narrative control, with the viewer having the secondary 
choice to opt out (similar to skipping cutscenes in games). C2: "I 
would encourage it to be there as much as possible...I don’t want 
important part[s] of the story to be missed." 

Narrative Paradox. Finally, the creators discussed their views on 
how RadarVR plays a role in the Narrative Paradox [36], i.e., the 
trade-of between author’s narrative control and viewer agency. 
C1 did not perceive it as a straightforward trade-of and believed 
RadarVR gave both the author more narrative control (i.e., use the 
full 360◦ stage while ensuring viewers see ROIs) and also gave the 
viewer more freedom (i.e., viewers know when and where ROIs 
are and can choose to view them). C1: “If you don’t know [what the 
options are], you can’t choose.” The other creator believed RadarVR 
gave the author more “passive control” by increasing the likelihood 
that viewers see ROIs without limiting viewers’ freedom. 

8 DISCUSSION 
Here, we summarize main fndings from our study, which compared 
two versions of RadarVR: spatiotemporal (ST) and spatial-only (S). 
Based on our fndings, we discuss design implications for spatiotem-
poral visual guidance, which could inform the designs of adding 
temporal feedback to other spatial guidance techniques. 
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Table 3: Summary of design recommendations for spatiotemporal visual guidance, along with relevant fndings from the study. 

Design Recommendation Relevant Study Findings 

Use temporal guidance for fast-paced or short ROIs, where the onset and/or duration of the event is important 6.2 
Use temporal feedback to build anticipation 6.3.2 
Omit temporal feedback if the goal is to let viewers explore the scene at their own pace 6.4.2 
Match ROI labels to what viewers deem to be important (to reduce FOMO) 6.3.2 
Make temporal feedback optional to accommodate individual preferences 6.4.2 
Ofer diferent levels of temporal details to accommodate individual preferences 6.4.2 
Minimize mental demand while providing sufcient temporal guidance 6.4.3 

8.1 Main Findings 
The main fndings from our study are summarized below: 

ST is more efective than S at visual guidance. Our analysis 
shows that ST helps viewers see more ROIs than S. The addition 
of temporal guidance successfully helps viewers plan their head 
motion with respect to the timing of ROIs, resulting in more fre-
quent views, more timely views, and longer views. While viewers 
perceive that ST is more efective than S in planning head motion, 
they do not perceive a signifcant increase in ROI hits. This is possi-
bly because viewers are less aware of the ROIs missed in S, whereas 
viewers get more notice of upcoming ROIs in ST and are thus more 
aware of the ones they missed. 

No signifcant diference in cognitive load between ST and 
S. Our study found no signifcant diference in cognitive load be-
tween ST and S (as measured by NASA-TLX [24]) and no signifcant 
diference in perceived ease of use. 

Individual preference between ST and S may vary. Our 
study shows that subjective preference may vary among individ-
uals. One possible reason is due to diferences in mental demand. 
Although there was no signifcant diference in cognitive load be-
tween ST and S, we found signifcant two-way interactions between 
widget and preference for mental demand, temporal demand, and 
frustration. While we did not fnd any signifcant simple main ef-
fects after Bonferroni correction, viewers who prefer ST on average 
found it less mentally demanding and less temporally demanding. 
They also reported lower levels of frustration. This suggests that 
mental demand is an important design consideration for future 
work in temporal guidance. It also suggests there may be a learning 
efect at play; viewers who fnd ST mentally demanding may not 
enjoy it, but viewers who do not fnd it mentally demanding enjoy 
it more and use it with more ease and success. Another possibility 
for diference in individual preference may be the viewer’s goal. In 
particular, our qualitative feedback suggests that individuals who 
preferred ST over S valued seeing important content, whereas those 
who preferred S over ST valued the freedom to explore videos at 
their own pace. 

No signifcant diference in FOMO between ST and S. Our 
study found no signifcant diference between levels of FOMO (fears 
of missing out) between ST and S. Qualitative feedback suggests 
this may be because the type of FOMO participants experience is 
diferent under each condition. The FOMO in S stems from not 
knowing upcoming events in the video and possibly missing the 
content itself, whereas the FOMO experienced in ST may stem 
from two areas: 1) anticipating upcoming ROIs and being afraid 

of missing them, 2) missing non-ROI regions in the video while 
looking at ROIs. 

8.2 Design Implications 
Our results reveal many design implications for applying temporal 
guidance to storytelling in CVR, summarized in Table 3. From the 
study, we learned that the addition of temporal feedback makes 
visual guidance more efective. As such, we suggest story designers 
use temporal guidance for important content that viewers should 
not miss, as well as events where the beginning is important or 
events where viewers should watch for an extended period of time. 
Temporal feedback is particularly useful when there is a need for 
head motion planning, such as in fast-paced scenes or scenes with 
short ROIs. From qualitative feedback, we learned that the temporal 
feedback may help build anticipation and make viewers feel more 
compelled to hit upcoming ROIs. As such, we recommend story 
designers use temporal feedback for story events where they want 
to build up anticipation and suspense. 

While temporal guidance is efective at visual guidance, we rec-
ommend storytellers use temporal feedback selectively rather than 
all the time. Qualitative feedback suggests that when there is no 
temporal feedback, viewers tend to focus on the scene more and 
also feel more freedom to explore. Hence, we recommend omitting 
temporal feedback for less important content or in scenes where 
the director’s intention is to have viewers explore the scene at their 
own pace. In addition, some viewers reported feeling FOMO for 
regions they do not see while following the labeled ROIs. This sug-
gests a tradeof in labeling ROIs; labeling an ROI makes it more 
likely that viewers see it, but it may also induce FOMO for regions 
outside of the marked ROI. To provide a positive experience, we 
recommend creating labels which match what viewers deem as 
important. Future work could investigate best storytelling prac-
tices for showing temporal feedback and blending spatial-only and 
spatiotemporal guidance. 

Because individual preferences may vary, we recommend making 
temporal feedback an optional feature. That way, viewers who 
prefer to plan their head motion and see important events may 
enable the feature, while viewers who prefer to explore scenes at 
their own pace may disable it. By the same token, designers can 
also experiment with ofering diferent levels of temporal details. 
That way, viewers who prefer a lot of guidance can choose to see 
all important regions, and viewers who prefer a small amount of 
guidance (and more freedom) can choose to see only a few most 
important regions. 



UIST ’23, October 29–November 01, 2023, San Francisco, CA, USA Liu et al. 

Finally, we recommend minimizing mental load in future de-
sign iterations of spatiotemporal guidance. Although there was no 
overall signifcant diference in cognitive load between RadarVR’s 
temporal and non-temporal modes, our analysis suggests that view-
ers may dislike the temporal feedback if it is mentally demanding 
for them to use. Future iterations could further improve the de-
sign to lower cognitive demand while providing sufcient temporal 
guidance (e.g., non-continuous temporal visualization, shorter or 
adaptive look-ahead time). 

9 LIMITATIONS & FUTURE WORK 
RadarVR takes pre-defned ROIs as input and visualizes them during 
playback. Future work could investigate automatic labeling or new 
interfaces to support labeling. 

Because the goal of our study was to investigate RadarVR’s per-
formance of visual guidance and to evaluate the efect of temporal 
feedback, participants’ task was to see as many important regions 
as possible. As such, the study results may be related to the spe-
cifc goals of the study, and further studies could evaluate RadarVR 
with other tasks (e.g., watch videos naturally and can choose to 
ignore the widget) and quantitatively measure other aspects (e.g., 
immersion, distraction). 

In RadarVR, we added two types of temporal information: when 
an ROI will arrive in time (look-ahead time), and how long an ROI 
will last (duration). However, our interview feedback suggests that 
viewers may value these two types of information diferently. While 
some participants did not like the anticipation of seeing upcoming 
ROIs (and felt more pressure), many of them said they liked knowing 
how long a scene will last, even for slow-paced scenes. Future work 
could investigate these two dimensions separately and explore their 
relative importance in storytelling. 

RadarVR presents many interesting opportunities for flmmaking 
in CVR. As shown in the feedback from content creators, directors 
often spatially concentrate ROIs to ensure viewers see important 
events, at the expense of under-utilizing the rich spatial potential 
of the view-sphere. RadarVR may enable directors to direct scenes 
with more spatially spread-out or temporally concentrated ROIs, 
with its efective spatiotemporal visual guidance. As such, there is 
a rich design space for choosing when to show temporal feedback 
and when to hide it. Future work could explore this design space 
in a range of scenes and video types. Directors can explore new 
ways to design storytelling experiences with this widget and with 
spatiotemporal feedback. 

Future work can enhance RadarVR’s UI design to blend more 
seamlessly with the scene and maintain immersion, i.e., altering 
position, size, and visibility. To control for these variables in the 
study and isolate the efect of temporal guidance, we kept the wid-
get centered and visible at all times, and we showed the vertical 
arrow above the widget to more easily grab viewer’s attention near 
the center of their FOV. While we designed the ROI visualizations 
within the widget to reduce cognitive load, future work can experi-
ment with alternative UI designs to further reduce visual saliency of 
the widget (e.g., fading out the widget when current and upcoming 
ROIs are within the viewer’s FOV, placing RadarVR in a corner). 

Future work can explore ways to add temporal guidance to other 
types of spatial guidance techniques. While we focused on the visual 

domain as a frst step in spatiotemporal guidance, it would be inter-
esting to explore spatiotemporal guidance using other modalities, 
such as audio and haptics. 

10 CONCLUSION 
We presented a new widget, RadarVR, as a frst step in exploring 
spatiotemporal guidance in CVR. We proposed a set of design prin-
ciples for spatiotemporal visual guidance and conducted a study 
to investigate the impact of temporal guidance and to explore the 
trade-ofs between spatiotemporal and spatial-only visual guid-
ance. Results show that the addition of temporal feedback makes 
visual guidance more efective. Our results reveal interesting design 
implications for future work in CVR and spatiotemporal guidance. 
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A RADARVR IMPLEMENTATION DETAILS 
RadarVR was prototyped in Unity with a Meta Quest 2 headset. 
The program plays 360◦ videos via RenderHeads’s AVPro Video 
plug-in [48] and renders the RadarVR widget along the bottom edge 
of the viewer’s display. For each 360◦ video, the Unity program 
takes as input a XML fle with ROI labels. Each ROI label contains 
a bounding box (coordinates on the equirectangular video) and a 
start and end time. 

We wrote custom shaders to animate and color the wedges and 
radar. As the viewer’s head rotates, the radar visualization also 
rotates so that the front-facing direction coincides with the top of 
the radar. The distances of the wedges from the circle are synced 
with the video playback time, where the current playback time 
coincides with the circle circumference. Wedges appear 10 seconds 
before they reach the circle. 

When an ROI is active (i.e., the corresponding wedge reaches 
the circle), the program checks whether the bounding box center 
is within the headset’s feld of view (FOV). Because the headset 
viewport is slightly wider than the display, RadarVR only marks 
an ROI as seen if the bounding box center is within the center 30% 
height and width of the viewport. When an ROI is marked as seen, 
the program gives feedback to the viewer by changing the color 
of the corresponding wedge to green and decreasing its opacity 
to � = 0.05. If the viewer has oriented to the correct horizontal 
(yaw) direction but the ROI is above or below their view, the system 
displays a green triangle arrow above the radar to guide the viewer. 

B USER STUDY EXPERIMENT VIDEOS 
We selected fve diferent 360◦ videos for our study. As shown in 
Table 2, the videos represent a range of genres and spatial and 
temporal distributions of ROIs. The video description and ROI 
labeling details are as follows: 

France [2]. This virtual 360◦ tour shows various sites in Mar-
seille, France. Each scene lasts about 20 seconds, where the narrator 
introduces the interesting tourist attractions and their history. We 
label regions that the narrator refers to (e.g., buildings, landscape) 
as ROIs. This medium-paced tour contains ROIs that are mostly 
spatially concentrated and are non-concurrent. 

Elephants [43]. This National Geographic documentary tells a 
story about elephants in Botswana. In this slow-paced video, the 
video goes from close-up views of individual elephants, to migrating 
herds, and fnally to general landscape and scenery. We label ROIs 
when elephants appear or perform some interesting action (e.g., 
charge at the camera), when the narrator refers to a specifc regions 
in the scene, or if there are other relevant subjects or actions (e.g., 
camper starts cooking) in the story. Most ROIs are non-concurrent 
and are spread out in time and space. 

Help [15]. This horror video tells a story of two main characters 
being chased by an alien, which grows larger and more menacing 
over time. During the chase, there were many moments where the 

Liu et al. 

alien was 180◦ opposite from the main characters, so the viewer 
has to turn frequently to see both the alien and the protagonists. 
We label salient parts of the story, such as important entrances (e.g., 
police ofcer appears) and events (e.g., alien breaks a window), as 
ROIs. This fast-paced story contains many short actions and events. 

School of Rock [52]. This musical-style video takes place in a class-
room. A teacher begins singing and incrementally adds students 
to the song. By the fnale, everyone in the classroom participates 
and jams to the song. For ROIs, we label the main singer of each 
verse as well as interesting actions (e.g., teacher reveals a drum 
set). ROIs are usually non-concurrent but are frequent (i.e., verses 
in a medium-paced song). The fnale involves many short phrases 
sung by diferent students across the room, so ROIs are short and 
spatially spread out towards the end. 

Pokémon [25]. This 360◦ game-style video takes viewers to many 
diferent scenes and asks the viewer to fnd all the Pokémons in 
each scene. Some Pokémons appear for very short durations, while 
others appear for extended time periods. There are also Pokémons 
that appear high in the sky or near the feet of the viewer, which 
require viewers to look up or down. We label the main character 
and each Pokémon with an ROI for the duration of their appearance. 
There are many concurrent ROIs in this video, and their durations 
range widely. 
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